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The book is a unique collection of studies involving intelligent systems
and applications of artificial intelligence in the real world to provide
solutions to most vexing problems. IntelliSys received an overwhelming
605 papers which were put under strict double-blind peer-review for
their novelty, originality and exhaustive research. Finally, 227 papers
were sieved and chosen to be published in the proceedings. This book
is a valuable collection of all the latest research in the field of artificial
intelligence and smart systems. It provides a ready-made resource to
all the readers keen on gaining information regarding the latest trends
in intelligent systems. It also renders a sneak peek into the future world
governed by artificial intelligence.


