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This three-volume set LNAI 15708-15709-15110 constitutes the
proceedings of the International Joint Conference on Rough Sets, IJCRS
2025, held in Chongqing, China, during May 11–13, 2025. The 90 full
papers included in these volumes were carefully reviewed and selected
from 187 submissions. They are organized in topical sections as
follows: Part I: Rough Set Models and Foundations; Fuzzy Rough Sets
and Rough Fuzzy Sets; and Granular Computing. Part II: Rough Set
Applications; Feature Selection and Knowledge Discovery; and Cognitive
Computing. Part III: Three-way Data Analytics and Decision; Medicine
and Health Data Mining; and Applications of Deep Learning and Soft
Computing.


