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This two-volume set LNAI 14471-14472 constitutes the refereed
proceedings of the 36th Australasian Joint Conference on Artificial
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28 – December 1, 2023. The 23 full papers presented together with 59
short papers were carefully reviewed and selected from 213
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