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selected from 125 submissions. The papers discuss a range of topics
including: temporal, spatial and high dimensional databases; semantic
Web and ontologies; modeling, linked open data; NoSQLm NewSQL,
data integration; uncertain data and inconsistency tolerance; database
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