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7.1.2 Multi-dimensional scaling

Classification, Parameter Estimation and State Estimation is a practical
guide for data analysts and designers of measurement systems and
postgraduates students that are interested in advanced measurement
systems using MATLAB. 'Prtools' is a powerful MATLAB toolbox for
pattern recognition and is written and owned by one of the co-authors,
B. Duin of the Delft University of Technology. After an introductory



chapter, the book provides the theoretical construction for
classification, estimation and state estimation. The book also deals with
the skills required to bring the theoretical co



