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This conference volume constitutes the proceedings of the 28th
International Conference on Engineering on Text, Speech, and
Dialogue, TSD 2025, held in Erlangen, Germany, in August 2025. The
60 full papers were presented in this volume were carefully reviewed
and selected from 122 submissions. They focus on speech and
language technologies and computer processing of speech and
language related data.


