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This book was inspired by years of questions asked by non-statistical
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professionals, from social scientists, public policy analysts, regulatory
affairs specialists, engineers, and physical scientists. It provides them
with both an intuitive explanation of many common statistical methods
and enough mathematical background to help them justify those
methods to others, such as regulatory agencies. It provides an
introduction to commonly used methods that are not covered in a first
elementary statistics course, such as partial least squares, MCMC, and
neural networks. It also provides R code for making all the
computations described in the text. As a textbook, it could be used as
a second course in statistics for non-statisticians, in fields such as
social sciences, public policy, engineering, chemistry, and physics.
Many first-year graduate students have had an elementary statistics
course, but were not exposed to enough of the mathematics to justify
the application of those methods. Furthermore, they often encounter
methods and concepts not touched upon in their first statistics course.
This book provides the tools required to give a deeper understanding
of statistical methods without being all about theorems and proofs.


