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This edited book focuses on the applications of machine learning in the
healthcare sector, both at the macro-level for guiding policy decisions,
and at the granular level, showing how machine learning techniques
can be applied to help individual patients.



