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This book presents topical research in the study of support vector
machines. Topics discussed include the support vector machine in
medical imaging; monthly air pollution modeling using support vector
machine techniques in Spain; support vector machines for image
interpolation schemes in image zooming and color array interpolation;
using SVM for the prediction of the ultimate capacity of driven piles in
cohesionless soils; SVM in medical classification tasks and pattern
recognition for machine fault diagnosis using support vector machines.



