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The interface of high-performance computing, computational
intelligence and medical science creates intelligent medical systems
which offer significant improvements in the quality of life and efficacy
of clinical treatment. This book reviews advances and applications of
high-performance computing for medical applications.


