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The two volume set LNCS 14641 and 14642 constitutes the
proceedings of the 22nd International Symposium on Intelligent Data
Analysis, IDA 2024, which was held in Stockholm, Sweden, during April
24-26, 2024. The 40 full and 3 short papers included in the

proceedings were carefully reviewed and selected from 94 submissions.
IDA is an international symposium presenting advances in the
intelligent analysis of data. Distinguishing characteristics of IDA are its
focus on novel, inspiring ideas, its focus on research, and its relatively
small scale. .



