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7.2.1 Quads

The state of the art of high-performance computingProminent
researchers from around the world have gathered to present the state-
of-the-art techniques and innovations in high-performance computing
(HPC), including:* Programming models for parallel computing: graph-
oriented programming (GOP), OpenMP, the stages and transformation
(SAT) approach, the bulk-synchronous parallel (BSP) model, Message
Passing Interface (MPI), and Cilk* Architectural and system support,
featuring the code tiling compiler technique, the MigThread
application-level migration and checkpointing package, th
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The notion of software as a service promises agile, flexible and low
maintenance system development through a dynamic runtime
architecture that allows third-party functionality and capability to be
added on demand. There is growing research interest in how service-
orientation can be adopted a means for enhancing agility and flexibility
in product line engineering. However, integrating service-orientation in
product line engineering poses a number of challenges. These include
difficulty in identifying services, ensuring services reflect user needs,
and determining configurations of services that are relevant in different
user contexts. This paper describes an approach for service- oriented
product line development that integrates feature-oriented engineering
with a self-managing consumer-centred negotiation process to
address these challenges.



