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Connectionism is a "hands on" introduction to connectionist modeling
through practical exercises in different types of connectionist
architectures. explores three different types of connectionist
architectures - distributed associative memory, perceptron, and
multilayer perceptron provides a brief overview of each architecture, a
detailed introduction on how to use a program to explore this network,
and a series of practical exercises that are designed to highlight the
advantages, and disadvantages, of each accompanied by a website at
http://www.bcp.psych.ualbert


