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An incomparably useful examination of statistical methods for
comparisonThe nature of doing science, be it natural or social,
inevitably calls for comparison. Statistical methods are at the heart of
such comparison, for they not only help us gain understanding of the
world around us but often define how our research is to be carried out.
The need to compare between groups is best exemplified by
experiments, which have clearly defined statistical methods. However,
true experiments are not always possible. What complicates the matter
more is a great deal of diversity in factors that are not


