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The aim of this book is to provide an appreciation of the R tools
available for optimization problems. Most users of R are not specialists
in computation and the workings of the specialized tools are a black
box. This can lead to mis-application, therefore users need help in
making appropriate choices.This book looks at the principal tools
available for users of the R statistical computing system for function
minimization, optimization, and nonlinear parameter determination,
featuring numerous examples throughout.


