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objets que la poétique, menant son enquête depuis un autre pôle que
celui d'un rêve de la production du texte ou de l'intention de son
auteur, autrement aussi que dans l'étude approfondie des « avant-
textes », approche. Soumettre les textes de Chateaubriand aux gestes
de la poétique – ceux-là mêmes qui interrogent les contours des
genres, le travail de l'intertextualité, ou encore l'effet dynamique des
figures, considérées en leur sens le plus large – c'est espérer ainsi
rendre le compte des mécanismes du texte, de son faire, selon
l'étymologie, ou, si l'on veut, de sa fabrique. Ouvertes à des
préoccupations autant théoriques qu'herméneutiques, les
communications présentées ici contribuent chacune à éclairer cette
dynamique de la production textuelle chez Chateaubriand, à manifester
la spécificité d'une écriture qui décline toutes les modalités de la
subversion (déception de l'attente, détournement des références,
transgression de l'archi-texte, recyclage organisé des séquences) et qui
travaille ainsi sans cesse à fabriquer son propre – et monumental –
écart.
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Sommario/riassunto Le geste technique est reconnu comme partie intégrante d'un «
patrimoine immatériel » par la richesse inégalée des métiers vivants.
Comment comprendre ce mouvement du corps ouvrier dans toutes ses
nuances, au fil du temps, grâce aux mots, aux images et aux traces
matérielles ? L’ouvrage est un hommage à l’anthropologue François
Sigaut (1940-2012). Conçu par les auteurs comme outil essentiel à qui
souhaite saisir la multiplicité des approches, il revient sur les bilans et
perspectives des recherches universitaires les plus récentes. Le geste
prime sur les mots et valorise l’individu inscrit dans une communauté
d’expérience, d’acquis et d’excellence. Sont déclinés l’apprentissage d’
un geste pour produire et transformer, la vie du geste et le geste
artificiel. Les contributions sont pluridisciplinaires : verrerie, pierre,
céramique, art campanaire, bijouterie, lutherie, mine, industrie textile,
chantier naval, cuir, techniques agricoles ou alimentaires… Dès le xviiie
siècle, le geste, initiateur des métiers, s’émancipe de l’atelier, compose
avec la machine et abandonne progressivement l’outillage traditionnel.
Au xxe siècle, la machine supplante parfois intégralement l’homme
dans la réalisation du geste qui sera intégré, disséqué et exécuté par la
robotique au xxie siècle.  The technical gesture is nowadays recognized
as an integral part of an “intangible cultural heritage”, due to the
unrivaled richness of living professions and crafts. How to understand
the technical gesture in every shape and form, in the course of time,
thanks to words, images and material imprints? Designed by the
authors as the essential tool to whom is yearning to understand the
abundance of approaches, this publication, in tribute to the
anthropologist of techniques Francois Sigaut (1940-2012), comes back
on the most recent assessments and perspectives in academia. The
technical gesture take precedence over the words and highlights the
individual accepted in a community of experience,…
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The 13-volume set LNCS 14425-14437 constitutes the refereed
proceedings of the 6th Chinese Conference on Pattern Recognition and
Computer Vision, PRCV 2023, held in Xiamen, China, during October
13–15, 2023. The 532 full papers presented in these volumes were
selected from 1420 submissions. The papers have been organized in
the following topical sections: Action Recognition, Multi-Modal
Information Processing, 3D Vision and Reconstruction, Character
Recognition, Fundamental Theory of Computer Vision, Machine
Learning, Vision Problems in Robotics, Autonomous Driving, Pattern
Classification and Cluster Analysis, Performance Evaluation and
Benchmarks, Remote Sensing Image Interpretation, Biometric
Recognition, Face Recognition and Pose Recognition, Structural Pattern
Recognition, Computational Photography, Sensing and Display
Technology, Video Analysis and Understanding, Vision Applications and
Systems, Document Analysis and Recognition, Feature Extraction and
Feature Selection, Multimedia Analysis and Reasoning, Optimization
and Learning methods, Neural Network and Deep Learning, Low-Level
Vision and Image Processing, Object Detection, Tracking and
Identification, Medical Image Processing and Analysis. .


