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An accessible and up-to-date treatment featuring the connection
between neural networks and statistics A Statistical Approach to Neural
Networks for Pattern Recognition presents a statistical treatment of the
Multilayer Perceptron (MLP), which is the most widely used of the neural
network models. This book aims to answer questions that arise when
statisticians are first confronted with this type of model, such as: How
robust is the model to outliers? Could the model be made more robust?
Which points will have a high leverage? What are good starting values
for the fitting algorithm?<p


