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The six-volume set LNCS 14447 until 14452 constitutes the refereed
proceedings of the 30th International Conference on Neural
Information Processing, ICONIP 2023, held in Changsha, China, in
November 2023. The 652 papers presented in the proceedings set were
carefully reviewed and selected from 1274 submissions. They focus on
theory and algorithms, cognitive neurosciences; human centred
computing; applications in neuroscience, neural networks, deep
learning, and related fields. .


