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This book constitutes the refereed proceedings of the 24th
International Conference on Artificial Intelligence in Education, AIED
2023, held in Tokyo, Japan, during July 3-7, 2023. This event took
place in hybrid mode. The 53 full papers and 26 short papers
presented in this book were carefully reviewed and selected from 311
submissions. The papers present result in high-quality research on
intelligent systems and the cognitive sciences for the improvement and
advancement of education. The conference was hosted by the
prestigious International Artificial Intelligence in Education Society, a
global association of researchers and academics specializing in the
many fields that comprise AIED, including, but not limited to, computer
science, learning sciences, and education.



