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Sommario/riassunto Extremely popular for statistical inference, Bayesian methods are also
becoming popular in machine learning and artificial intelligence
problems. Bayesian estimators are often implemented by Monte Carlo
methods, such as the Metropolis–Hastings algorithm of the Gibbs
sampler. These algorithms target the exact posterior distribution.
However, many of the modern models in statistics are simply too
complex to use such methodologies. In machine learning, the volume
of the data used in practice makes Monte Carlo methods too slow to be
useful. On the other hand, these applications often do not require an
exact knowledge of the posterior. This has motivated the development
of a new generation of algorithms that are fast enough to handle huge
datasets but that often target an approximation of the posterior. This
book gathers 18 research papers written by Approximate Bayesian
Inference specialists and provides an overview of the recent advances in
these algorithms. This includes optimization-based methods (such as
variational approximations) and simulation-based methods (such as
ABC or Monte Carlo algorithms). The theoretical aspects of
Approximate Bayesian Inference are covered, specifically the PAC–Bayes
bounds and regret analysis. Applications for challenging computational
problems in astrophysics, finance, medical data analysis, and computer
vision area also presented.

Autore Alquier Pierre

Materiale a stampa

Monografia




