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This book constitutes the proceedings of the 17th International
Conference on Advanced Data Mining and Applications, ADMA 2021,
held in Sydney, Australia in February 2022.* The 26 full papers
presented together with 35 short papers were carefully reviewed and
selected from 116 submissions. The papers were organized in topical
sections in Part |, including: Healthcare, Education, Web Application and
On-device application. * The conference was originally planned for
December 2021, but was postponed to 2022. .



