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This book constitutes the refereed proceedings of the 17th China
Conference on Machine Translation, CCMT 2020, held in Xining, China,
in October 2021. The 10 papers presented in this volume were carefully
reviewed and selected from 25 submissions and focus on all aspects of
machine translation, including preprocessing, neural machine
translation models, hybrid model, evaluation method, and post-editing.


