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The three volume set LNCS 8834, LNCS 8835, and LNCS 8836
constitutes the proceedings of the 21st International Conference on
Neural Information Processing, ICONIP 2014, held in Kuching, Malaysia,
in November 2014. The 231 full papers presented were carefully
reviewed and selected from 375 submissions. The selected papers
cover major topics of theoretical research, empirical study, and
applications of neural information processing research. The 3 volumes
represent topical sections containing articles on cognitive science,
neural networks and learning systems, theory and design, applications,
kernel and statistical methods, evolutionary computation and hybrid
intelligent systems, signal and image processing, and special sessions
intelligent systems for supporting decision, making processes,theories
and applications, cognitive robotics, and learning systems for social
network and web mining.


