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This book provides a new forum for the dissemination of knowledge in
both theoretical and applied research on swarm intelligence (SI) and
artificial neural network (ANN). It accelerates interaction between the
two bodies of knowledge and fosters a unified development in the next
generation of computational model for machine learning. To the best of
our knowledge, the integration of SI and ANN is the first attempt to
integrate various aspects of both the independent research area into a
single volume.


