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This book presents a unified theory of dynamic programming and
Markov decision processes and its application to a major field of
operations research and operations management: inventory control.
Models are developed in discrete time as well as in continuous time.
For continuous time, this book concentrates only on models of interest
to inventory control. For discrete time, the focus is mainly on infinite
horizon models. The book also covers the difference between impulse
control and continuous control. Ergodic control is considered in the
context of impulse control, and some simple rules curre



