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This book presents a systematic treatment of Markov chains, diffusion
processes and state space models, as well as alternative approaches to
Markov chains through stochastic difference equations and stochastic
differential equations. It illustrates how these processes and
approaches are applied to many problems in genetics, carcinogenesis,
AIDS epidemiology and other biomedical systems.  One feature of the
book is that it describes the basic MCMC (Markov chain and Monte
Carlo) procedures and illustrates how to use the Gibbs sampling
method and the multilevel Gibbs sampling method to solve man


