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This book constitutes the refereed proceedings of the 6th Conference
on Artificial Intelligence and Natural Language, AINL 2017, held in St.
Petersburg, Russia, in September 2017. The 13 revised full papers, 4
revised short papers papers were carefully reviewed and selected from
35 submissions. The papers are organized in topical sections on social
interaction analysis, speech processing, information extraction, Web-
scale data processing, computation morphology and word embedding,
machine learning. The volume also contains 6 papers participating in
the Russian paraphrase detection shared task.


