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Kernel methods have long been established as effective techniques in
the framework of machine learning and pattern recognition, and have
now become the standard approach to many remote sensing
applications. With algorithms that combine statistics and geometry,
kernel methods have proven successful  across many different domains
related to the analysis of images of the Earth acquired from airborne
and satellite sensors, including natural resource control, detection and
monitoring of anthropic infrastructures (e.g. urban areas), agriculture
inventorying, disaster prevention and damage assessment


