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An introduction to the theory and methods of robust statistics,
providing students with practical methods for carrying out robust
procedures in a variety of statistical contexts and explaining the
advantages of these procedures. In addition, the text develops
techniques and concepts likely to be useful in the future analysis of
new statistical models and procedures. Emphasizing the concepts of
breakdown point and influence functon of an estimator, it
demonstrates the technique of expressing an estimator as a descriptive
measure from which its influence function can be derived and then
used to


