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A thought-provoking look at statistical learning theory and its role in
understanding human learning and inductive reasoning  A joint
endeavor from leading researchers in the fields of philosophy and
electrical engineering, An Elementary Introduction to Statistical
Learning Theory is a comprehensive and accessible primer on the
rapidly evolving fields of statistical pattern recognition and statistical
learning theory. Explaining these areas at a level and in a way that is
not often found in other books on the topic, the authors present the
basic theory behind contemporary ma


