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In 1989 the first edition of this book set out Gittins' pioneering index
solution to the multi-armed bandit problem and his subsequent
investigation of a wide of sequential resource allocation and stochastic
scheduling problems. Since then there has been a remarkable flowering
of new insights, generalizations and applications, to which Glazebrook
and Weber have made major contributions. This second edition brings
the story up to date. There are new chapters on the achievable region
approach to stochastic optimization problems, the construction of
performance bounds for suboptimal policies, W


