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This book is a summary of more than a decade of research in the area
of backend optimization. It contains the latest fundamental research
results in this field. While existing books are often more oriented
toward Masters students, this book is aimed more towards professors
and researchers as it contains more advanced subjects.It is unique in
the sense that it contains information that has not previously been
covered by other books in the field, with chapters on phase ordering in
optimizing compilation; register saturation in instruction level
parallelism; code size reduction for softw


