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This book constitutes the thoroughly refereed post-workshop
proceedings of the 4th International Workshop on Reproducible
Research in Pattern Recognition, RRPR 2022, held in Montreal, Canada,
in August 2022. The 5 revised full papers presented together with 4
short papers, were carefully reviewed and selected from 9 submissions.
The papers were organized into three main categories.



